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Abstract—Current distributed control methods have a lack of information exchange infrastructure to enable spatially evolving multiagent formations. Specifically, these methods are designed based on information exchange rules represented by a network having a single layer, where they lead to multiagent formations with fixed, non-evolving spatial properties. For situations where capable agents have to control the resulting formation through these methods, they can often do so if such agents have global information exchange ability. Yet, global information exchange is not practical for cases that have large numbers of agents and low-bandwidth peer-to-peer communications. Motivated from this standpoint, the contribution of this paper is to show how information exchange rules, which are represented by a network having multiple layers (multiplex information networks), can be designed for enabling spatially evolving multiagent formations. In particular, we first consider the formation assignment problem and then the formation tracking problem, and introduce new distributed control architectures that allow capable agents to spatially alter the size and the orientation of the resulting formation without requiring global information exchange ability. In addition, tools and methods from differential potential fields are further utilized in Section IV in order to generalize the proposed distribute control architecture for the formation tracking problem to allow for connectivity maintenance and collision avoidance needed in real-world applications. Stability of the proposed architectures is theoretically analyzed and their efficacy are illustrated on numerical examples and on multiagent formation experiments.

I. INTRODUCTION

As advances in VLSI and MEMS technologies have boosted the development of integrated systems that combine mobility, computing, communication, and sensing on a single platform, future civilian and military operations will have the capability to exploit large numbers of interconnected agents such as low-cost and small-in-size autonomous vehicles and microsensors. Such large-scale multiagent systems will support operations ranging from environment monitoring and military surveillance, to guidance, navigation, and control of autonomous underwater, ground, aerial, and space vehicles. For performing operations with dramatically increasing levels of complexity, multiagent systems require advanced distributed information exchange rules in order to make these systems evolve spatially for adapting dynamic environments and effectively responding to human interventions. Yet, current distributed control methods lack information exchange infrastructures to enable spatially evolving multiagent formations. This is due to the fact that these methods are designed based on information exchange rules for a network having a single layer (see, for example, [1]–[3] and references therein), which leads to multiagent formations with fixed, non-evolving spatial properties. For situations where capable agents 1 have to control the resulting formation through these methods, they can often do so if such vehicles have global information exchange ability, but this is not practical for cases with large numbers of agents and low-bandwidth peer-to-peer communications.

A. Contribution

The contribution of this paper is to introduce and show how information exchange rules, which are represented by a network having multiple layers (multiplex information networks), can be designed for enabling spatially evolving multiagent formations. In particular, after stating necessary mathematical preliminaries in Section II, we first consider the formation assignment problem (i.e., creating a desired formation for the multiagent system in hand) in Section III and then the formation tracking problem (i.e., formation control while tracking a dynamic, non-stationary target) in Section IV, and introduce new distributed control architectures that allow capable agents to spatially alter the size and the orientation of the resulting formation 2 without requiring global information exchange ability. In addition, tools and methods from differential potential fields are further utilized in Section IV in order to generalize the proposed distribute control architecture for the formation tracking problem to allow for connectivity maintenance and collision avoidance needed in real-world applications. Stability of the proposed architectures is theoretically analyzed and their efficacy are illustrated on numerical examples in Sections III and IV and on multiagent formation experiments in Section V.

B. Related Literature

Studies on multiplex information networks have recently emerged in the physics and networks science literatures, where they consider system-theoretic characteristics of network dynamics with multiple layers subject to intralayer and interlayer information exchange [4]–[11] (there also exist studies on multiplex networks that do not consider system-theoretic characteristics; see [12] for a survey). However, these studies mainly consider cases where all layers perform simple consensus algorithms and analyze the convergence of the overall multiagent systems in the presence of not only intralayer but also interlayer information exchange, and hence, they

---

1 Capable agents denote a subset (or at least one) of all agents in a given multiagent system, which have the knowledge of desired parameters used to control resulting formations.

2 In this paper, spatial size control means to scale the original desired distances between agents through a design parameter only available to capable agents and spatial orientation control means to rotate the original multiagent formation by a rotation matrix constructed with a design parameter only available to these capable agents.
do not deal with controlling spatial properties of multiagent formations. Note that there are also recent studies on networks of networks by the authors of [13]–[15]. However, these studies deal with large-scale systems formed from smaller factor networks via graph Cartesian products; hence, they are also not related with the contribution of this paper.

Spatial multiagent formation control is considered by the authors of [16]–[19] using approaches different from multiplex information networks. In particular, the authors of [16]–[18] assume that some of the formation design parameters are known globally by all agents, and the authors of [19] assume global knowledge of the complete network at the analysis stage. However, as previously discussed, such assumptions may not be practical in the presence of large numbers of agents and low-bandwidth peer-to-peer communications. From a data security point of view, in addition, it should be noted that one may not desire a multiagent system with all agents sharing some global information about an operation of interest. Throughout this paper, we do not make such assumptions in our multiplex information networks-based spatial multiagent formation control approach. Finally, two preliminary conference versions of this paper appeared in [20], [21]. The present paper considerably expands on [20], [21] by providing detailed proofs of all the results with additional motivation, examples, and multiagent formation experiments.

II. MATHEMATICAL PRELIMINARIES

We now introduce this paper’s notation and recall basic notions from graph theory, which are followed by the general setup of consensus and formation problems for multiagent systems that are necessary to establish our main results.

A. Notation and Notions from Graph Theory

Throughout this paper, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}^n \) denotes the set of \( n \times 1 \) real column vectors, \( \mathbb{R}^{n \times m} \) denotes the set of \( n \times m \) real matrices, \( \mathbb{R}_+ \) (resp., \( \mathbb{R}_+ \)) denotes the set of positive (resp., non-negative) real numbers, \( \mathbb{R}_+^{n \times n} \) (resp., \( \mathbb{R}_+^{n \times n} \)) denotes the set of \( n \times n \) positive-definite (resp., non-negative-definite) real matrices, \( \mathbf{0} \) denotes the \( n \times 1 \) vector of all zeros, \( \mathbf{1}_n \) denotes the \( n \times 1 \) vector of all ones, \( 0_{n \times m} \) denotes the \( n \times m \) zero matrix, \( \mathbf{I}_n \) denotes the \( n \times n \) identity matrix, and \( \otimes \) denotes the Kronecker product operation. In addition, we write \((\cdot)^T\) for transpose, \(\lambda_{\min}(A)\) and \(\lambda_{\max}(A)\) for the minimum and maximum eigenvalue of the Hermitian matrix \(A\), respectively; \(\lambda_i(A)\) for the \(i\)-th eigenvalue of \(A\), where \(A\) is symmetric and the eigenvalues are ordered from least to greatest value, \(\text{det}(A)\) for the determinant of \(A\), \(\text{diag}(a)\) for the diagonal matrix with the vector \(a\) on its diagonal, \([x]_i\) for the entry of the vector \(x\) on the \(i\)-th row, and \([A]_{ij}\) for the entry of the of the matrix \(A\) on the \(i\)-th row and \(j\)-th column. Furthermore, for given functions \(f(t)\) and \(g(t)\), \(f(t) \to g(t)\) as \(t \to \infty\) denotes \(\lim_{t \to \infty} (f(t) - g(t)) = 0\).

In the multiagent systems literature, graphs are broadly adopted to encode interactions between networked agents. An undirected graph \(G\) is defined by a set \(\mathcal{V}_G = \{1, \ldots, n\}\) of nodes and a set \(\mathcal{E}_G \subset \mathcal{V}_G \times \mathcal{V}_G\) of edges. If the distance between two arbitrary nodes is less than \(R\), then they are said to be neighbors and the neighboring relation is denoted by \(j \in \mathcal{N}_i \triangleq \{j \mid j \in \mathcal{V}_G, \|x_{ij}\|_2 < R\}\), where \(x_{ij} \triangleq x_i - x_j\) with \(x_i\) and \(x_j\) being the state (position) of nodes \(i\) and \(j\), respectively. In addition, if \((i, j) \in \mathcal{E}_G\), then the nodes \(i\) and \(j\) are said to be formation neighbors \([23], [24]\) and this relation is denoted by \(j \in \mathcal{N}_i^f\), where \(\mathcal{N}_i^f\) is a subset of \(\mathcal{N}_i\). In general, note that \(\mathcal{N}_i^f\) can be a time-varying set while \(\mathcal{N}_i^f\) is a static set, that is, \(\mathcal{N}_i^f\) remains unchanged in the presence of node movements. The degree of a node is given by the number of its formation neighbors. In particular, letting \(d_i\) be the degree of node \(i\), the degree matrix of a graph \(G\), \(\mathcal{D}(G) \in \mathbb{R}^{n \times n}\), is given by \(\mathcal{D}(G) = \text{diag}(d)\), \(d = [d_1, \ldots, d_n]^T\). A path \(i_0i_1 \ldots i_L\) is a finite sequence of nodes such that \(i_{k-1} \in \mathcal{N}_{i_k}^f\) with \(k = 1, \ldots, L\), and a graph \(G\) is connected if there exists a path between any pair of distinct nodes. The adjacency matrix of a graph \(G\), \(\mathcal{A}(G) \in \mathbb{R}^{n \times n}\), is given by \(\mathcal{A}(G)_{ij} = 1\) if \((i, j) \in \mathcal{E}_G\) and \(\mathcal{A}(G)_{ij} = 0\) otherwise.

The Laplacian matrix of a graph, \(\mathcal{L}(G) \in \mathbb{R}^{n \times n}\), is given by \(\mathcal{L}(G) \triangleq \mathcal{D}(G) - \mathcal{A}(G)\), where the spectrum of the Laplacian for an undirected and connected graph \(G\) can be ordered as \(0 = \lambda_1(\mathcal{L}(G)) < \lambda_2(\mathcal{L}(G)) \leq \cdots \leq \lambda_n(\mathcal{L}(G))\) with \(\mathbf{1}_n\) as the eigenvector corresponding to the zero eigenvalue \(\lambda_1(\mathcal{L}(G))\) and \(\mathcal{L}(G) \mathbf{1}_n = \mathbf{0}_n\) and \(e^{\mathcal{L}(G)} \mathbf{1}_n = \mathbf{1}_n\) hold. Here, we assume graph \(G\) is undirected and connected unless noted otherwise.

B. Consensus and Formation Dynamics

A graph \(G\) can model a given multiagent system with nodes and edges respectively representing agents and interagent information exchange links. Specifically, let \(x_i(t) \in \mathbb{R}^m\) denote the state of node \(i\), whose dynamics is described by the single integrator \(\dot{x}_i(t) = u_i(t), x_i(0) = x_{i0}, i = 1, \ldots, n\), with \(u_i(t) \in \mathbb{R}^m\) being the control input of node \(i\). Allowing agent \(i\) to have access to the relative state information with respect to its formation neighbors, a solution to the consensus problem can be achieved, for example, by applying \(u_i(t) = -\sum_{j \in \mathcal{N}_i^f} (x_i(t) - x_j(t))\) to the above single integrator dynamics \([1], [2]\), where the resulting dynamics can be represented by the Laplacian dynamics of the form

\[
\dot{x}(t) = -\mathcal{L}(G) \otimes \mathbf{I}_n x(t), \quad x(0) = x_0,
\]

with \(x(t) = [x_1^T(t), \ldots, x_n^T(t)]^T\) denoting aggregated state vector of multiagent system. Since the graph \(G\) is undirected and connected, \(\lim_{t \to \infty} [x_i(t)] = \frac{[x_i(0)] + \cdots + [x_n(0)]}{n}\) holds from (1) for \(i = 1, \ldots, n\) and \(j = 1, \ldots, m\). In this paper, we assume that \(m = 2\) without loss of generality, which implies that the multiagent system evolves in a planar space.

On the formation problem, define \(x_i(t) - \xi_i \in \mathbb{R}^2\) as the displacement of \(x_i(t) \in \mathbb{R}^2\) from the desired formation position of agent \(i\), \(\xi_i \in \mathbb{R}^2\). Using now the transformed state \(x_i(t) - \xi_i\) instead of \(x_i(t)\) in (1) for \(i = 1, \ldots, n\), one can write the dynamics \(\dot{x}(t) = -\mathcal{L}(G) \otimes \mathbf{I}_2 x(t) + (\mathcal{L}(G) \otimes \mathbf{I}_2) \xi, x(0) = x_0, [1], [2]\), where \(\xi = [\xi_1, \ldots, \xi_n]^T\). Note that the above expression addressing the formation problem with \(m = 2\) can equivalently be written as \(\dot{x}(t) = -\sum_{j \in \mathcal{N}_i^f} (x_i(t) - x_j(t)) + \sum_{j \in \mathcal{N}_i^f} (\xi_i - \xi_j), x(0) = x_0\). In the rest of this paper, we consider a generalized version of this benchmark formation problem that not only allows to create a desired formation for the multiagent system in hand

\footnote{For details about graph theory and multiagent systems, see [1], [2], [22].}
(i.e., formation assignment; see Section III) but also allows formation control while tracking a dynamic, non-stationary target (i.e., formation tracking problem; see Section IV). In our proposed algorithm, the original resulting formation as well as the desired position of agent \(i\) represented by \(\xi_i\) is oriented through the rotation matrix \(R(\theta_i(t))\) and the size is controlled by the term \(\gamma_i(t)\); thus, the resulting formation is now represented by \(\gamma_i(t)R(\theta_i(t))\xi_i\) for \(i = 1, \ldots, n\). In addition, the desired scaling design parameter \(\gamma_i(t)\) and the desired rotation angle design parameter \(\theta(t)\) are both locally spread out in the network via two separate layers, and \(\gamma_i(t)\) and \(\theta_i(t)\) asymptotically converge to these design parameter values. This then allows for spatial control of both the size and orientation of a given original multiagent formation. Although we consider this particular formation problem in this paper, the presented multiplex information networks-based approach can be extended to many other approaches to formation control. Finally, for the purpose of directly focusing on our main contribution stated in Section I.A, we assume in this paper that the interactions between agents are not subject to time-delays. For practical applications when interaction time-delays are not negligible and significant, one can consider the results in, for example, [25]–[30] for analytically extending the results of this paper to the time-delay case.

### III. Spatial Control of Multiagent Systems in Formation Assignment

This section focuses on the formation assignment problem, where we introduce and analyze a multiplex information networks-based distributed control architecture for spatially controlling both size and orientation of multiagent formations (Section III.A). Then, we illustrate the result by a numerical example (Section III.B).

#### A. Formation Density and Orientation Control

Consider a system of \(n\) agents exchanging information among each other using their local measurements, according to an undirected and connected graph \(G\). Based on the benchmark formation problem outlined in Section II.B, we also consider that \(\xi_i\) and \(\xi_j\) are locally available to each agent, where this captures an original, desired planar (i.e., \(m = 2\)) formation. In addition, we consider that there is a subset of agents (or at least one agent), i.e., capable agents, that has the knowledge of the desired scaling parameter \(\gamma(t)\) and the desired rotation angle \(\theta(t)\). To this end, we focus on the problem of developing local information exchange rules for enabling spatial control of size and orientation of the original planar formation through parameters \(\gamma(t)\) and \(\theta(t)\) available only to a subset of agents (i.e., capable agents). Motivated from this standpoint, we propose the distributed controller having three layers:

\[
\dot{x}_i(t) = -\sum_{j \in \mathcal{N}_i^f} (x_i(t) - x_j(t)) + \sum_{j \in \mathcal{N}_i^a} \left( \gamma_i(t) R(\theta_i(t)) \xi_i - \gamma_j(t) R(\theta_j(t)) \xi_j \right) + \gamma_i(t) R(\theta_i(t)) \xi_i + \dot{\gamma}_i(t) R(\theta_i(t)) \xi_i,
\]

\[
x_i(0) = x_{i0},
\]

\[
\gamma_i(t) = -\sum_{j \in \mathcal{N}_i^f} (\gamma_i(t) - \gamma_j(t)) - k_i (\gamma_i(t) - \gamma(t))
\]

\[
-\tau_\gamma \text{sgn} \left( \sum_{j \in \mathcal{N}_i^f} (\gamma_i(t) - \gamma_j(t)) + k_i (\gamma_i(t) - \gamma(t)) \right),
\]

\[
\gamma_i(0) = \gamma_{i0},
\]

\[
\dot{\theta}_i(t) = -\sum_{j \in \mathcal{N}_i^f} (\theta_i(t) - \theta_j(t)) - k_i (\theta_i(t) - \theta(t))
\]

\[
-\tau_\theta \text{sgn} \left( \sum_{j \in \mathcal{N}_i^f} (\theta_i(t) - \theta_j(t)) + k_i (\theta_i(t) - \theta(t)) \right),
\]

\[
\theta_i(0) = \theta_{i0},
\]

where \(x_i(t) \in \mathbb{R}^2\) denotes the state of the first layer of agent \(i\) that corresponds to the actual state of agent \(i\), \(\xi_i \in \mathbb{R}^2\) denotes the original formation shape of agent \(i\), \(\gamma_i(t) \in \mathbb{R}\) denotes the state of the second layer of agent \(i\) that is introduced to distribute the formation scaling parameter or size factor \(\gamma(t) \in \mathbb{R}\) through local information exchange, \(\theta_i(t) \in \mathbb{R}\) denotes the state of the third layer of agent \(i\) that is introduced to distribute the formation orientation parameter or rotation angle \(\theta(t) \in \mathbb{R}\) through local information exchange, and \(k_i = 1\) for capable agents (a subset or at least one of the \(n\) agents in the multiagent system) and otherwise \(k_i = 0\). In (2), \(R(\theta_i(t))\) denotes the rotation matrix of agent \(i\)

\[
R(\theta_i(t)) = \begin{bmatrix} \cos \theta_i(t) & -\sin \theta_i(t) \\ \sin \theta_i(t) & \cos \theta_i(t) \end{bmatrix} \in \mathbb{R}^{2 \times 2}.
\]

Note that the desired formation scaling factor \(\gamma(t)\) and rotation angle \(\theta(t)\) are considered to be bounded and continuously differentiable, and only available to capable agents as such they have the capability to alter the size and orientation of the resulting formation (i.e., scale and rotate the formation). Similar to [31], we also assume \(\dot{\gamma}(t)\) and \(\dot{\theta}(t)\) are bounded such that \(|\dot{\gamma}(t)| \leq \omega_{\gamma}\) and \(|\dot{\theta}(t)| \leq \omega_{\theta}\), and \(\tau_\gamma\) and \(\tau_\theta\) are chosen such that \(\tau_\gamma > \omega_{\gamma}\) and \(\tau_\theta > \omega_{\theta}\).

It should be also further emphasized that the first layer represented by (2) helps in forming the desired formation while the second and third layers represented by (3) and (4) respectively allow the scaling factor \(\gamma(t)\) and the rotation angle \(\theta(t)\) to be spread out in the network and be updated in the first layer; hence, the formation size and orientation can be controlled. The next theorem presents our first result.

**Theorem 1.** Consider the networked multiagent system given by (2), (3), and (4), where agents exchange information using local measurements and with \(G\) defining an undirected and connected graph topology. Then,

\[
\lim_{t \to \infty} \left( x_i(t) - x_j(t) - \gamma(t) R(\theta(t))(\xi_i - \xi_j) \right) = 0,
\]

holds for all \(i = 1, \ldots, n\) and \(j \in \mathcal{N}_i^a\).

**Proof.** First, we prove that under the two underlying layers (3) and (4), \(\gamma_i(t)\) and \(\theta_i(t)\) converge to desired parameters \(\gamma(t)\) and \(\theta(t)\) for all \(i = 1, \ldots, n\). Let us consider the state transformations given by \(\gamma_i(t) \equiv \gamma_i(t) - \gamma(t), \quad i = 1, \ldots, n, \quad \text{and} \quad \theta_i(t) \equiv \theta_i(t) - \theta(t), \quad i = 1, \ldots, n\). Using the first state transformation with (3) yields

\[
\]
The derivative along the trajectory of (9) is given by
\[ \dot{\gamma}_i(t) = -\sum_{j \in \mathcal{N}_i^f} (\dot{\gamma}_i(t) - \dot{\gamma}_j(t)) - k_i \dot{\gamma}_i(t) \]
and using the second state transformation with (4) yields
\[ \dot{\theta}_i(t) = -\sum_{j \in \mathcal{N}_i^f} (\dot{\theta}_i(t) - \dot{\theta}_j(t)) - k_i \dot{\theta}_i(t) \]
and therefore, \( \lim_{t \to \infty} [\dot{\gamma}_i(t)] \) holds for \( i = 1, \ldots, n \) and \( k = 1, 2 \). As a consequence, \( x_i(t) \rightarrow x_j(t) \rightarrow \gamma_i(t)R(\theta_i(t))\xi_i - \gamma_j(t)R(\theta_j(t))\xi_j \) as \( t \to \infty \) for all \( i = 1, \ldots, n \) and \( j \in \mathcal{N}_i^f \). Finally, from \( x_i(t) \rightarrow x_j(t) \rightarrow \gamma_i(t)R(\theta_i(t))\xi_i - \gamma_j(t)R(\theta_j(t))\xi_j \) as \( t \to \infty \) and \( \gamma_i(t)R(\theta_i(t)) \rightarrow \gamma_i(t)R(\theta_i(t)) \) as \( t \to \infty \), one can conclude that \( x_i(t) \rightarrow x_j(t) \rightarrow \gamma_i(t)R(\theta_i(t))\xi_i - \gamma_j(t)R(\theta_j(t))\xi_j \) as \( t \to \infty \) using the limit properties, where the result is now immediate.

**Remark 1.** Theorem 1 shows that the proposed algorithm given by (2), (3) and (4) allows size and orientation of the multiagent formation to be controlled by formation size parameter \( \gamma(t) \) and orientation parameter \( \theta(t) \), which are only available to capable agents (not globally).

**Remark 2.** The dynamical structure of the two underlying layers (3) and (4) uses the signum functions in order to achieve asymptotic stability in the presence of time-varying signals \( \gamma(t) \) and \( \theta(t) \), where such functions are also adopted in the networked multiagent systems literature (see, for example, [31], [35]). Note that if \( \gamma(t) \) and \( \theta(t) \) are constants, then the results of Theorem 1 still hold without the need for the signum function in (3) and (4); that is,
\[ \gamma_i(t) = -\sum_{j \in \mathcal{N}_i^f} (\gamma_i(t) - \gamma_j(t)) - k_i (\gamma_i(t) - \gamma(t)), \]
\[ \dot{\theta}_i(t) = -\sum_{j \in \mathcal{N}_i^f} (\theta_i(t) - \theta_j(t)) - k_i (\theta_i(t) - \theta(t)), \]

**Remark 3.** For improving the rate of convergence of the networked multiagent system, without loss of generality, we can introduce a positive parameter \( \alpha \) to the main layer (2) as
\[ \dot{x}_i(t) = \alpha \left[ -\sum_{j \in \mathcal{N}_i^f} (x_i(t) - x_j(t)) + \sum_{j \in \mathcal{N}_i^f} \left( \gamma_i(t)R(\theta_i(t))\xi_i - \gamma_j(t)R(\theta_j(t))\xi_j \right) \right] + \dot{\gamma}_i(t)R(\theta_i(t))\xi_i + \dot{\theta}_i(t)R(\theta_i(t))\xi_i, \quad x_i(0) = x_{i0}. \]

**Remark 4.** The proposed algorithm in Theorem 1 can be extended to a three dimensional case with \( x_i(t) \in \mathbb{R}^3 \). In this case, the rotation matrix becomes
\[ R(\theta_x^i(t), \theta_y^i(t), \theta_z^i(t)) = R_z(\theta_z^i(t))R_y(\theta_y^i(t))R_x(\theta_x^i(t)), \]
where \( \theta_x^i(t) \in \mathbb{R}, \theta_y^i(t) \in \mathbb{R}, \) and \( \theta_z^i(t) \in \mathbb{R} \) are the rotation angles corresponding to yaw, pitch, and roll, respectively. Also, instead of using only one layer for \( \theta_i(t) \) like in 2D case, we now need three layers for \( \theta_x^i(t), \theta_y^i(t), \) and \( \theta_z^i(t) \).

**Remark 5.** The proposed multiplex networks-based spatial formation control algorithm given by (2), (3) and (4) can be also extended to the case where the graph \( \mathcal{G} \) is directed under the assumption that there exists at least one capable agent at the root of the spanning tree [2].

**Remark 6.** The communication graph topologies for (2), (3), and (4) can be different as long as they are undirected and connected graphs.
B. Illustrative Numerical Example

We now consider a group of 9 agents with agent 1 being a capable agent and assign random initial conditions to agents. For the invariant formation problem described earlier, we choose $\xi_i$ of each agent to obtain a formation depicted in Figure 1 (in this figure, solid lines represent an undirected information exchange between agents). To control both the size and the orientation of the multiagent formation depicted in Figure 1, we use the algorithm given by (2), (3) and (4) with $(\gamma, \theta) = (0.8, -\pi/2)$, $(\gamma, \theta) = (1.0, \pi/3)$, $(\gamma, \theta) = (2.0, \pi/6)$ in Figures 2(a), 2(b), and 2(c), respectively. As expected from the results discussed in Section III.A, the resulting formation in these figures have different sizes and orientations controlled locally through the formation size and orientation parameters $(\gamma, \theta)$ available to the capable agent.

IV. Spatially Evolving Multiagent Formation Tracking

In this section, we generalize the results from the previous section to formation tracking problem in order to control the size and orientation of the formation while tracking a dynamic target (Section IV.A). The algorithms are then further extended to allow connectivity maintenance and collision avoidance (Section IV.B). A numerical example is presented to illustrate the efficacy of the methods (Section IV.C).

A. Multiagent Formation Tracking through Multiplex Information Networks

Consider a system of $n$ agents exchanging information among each other using their local measurements according to a connected, undirected graph $G$. Specifically, we propose a distributed control architecture using networks having multiple layers with the main (physical) network layer given by

$$x_i(t) = -\sum_{j \in N^i} \left((x_i(t) - p_i(t) - c_i(t)) - (x_j(t) - p_j(t) - c_j(t))\right) - k_i(x_i(t) - p_i(t) - c_i(t)) + \dot{p}_i(t) + \dot{c}_i(t),$$

$$x_i(0) = x_{i0},$$

where $x_i(t) \in \mathbb{R}^2$ denotes the state (i.e., physical position) of agent $i$, and $c_i(t) \triangleq [c_i^x(t), c_i^y(t)]^T \in \mathbb{R}^2$ and $\dot{c}_i(t) \triangleq R(\theta_i(t))S(\gamma_i^x(t), \gamma_i^y(t))\xi_i \in \mathbb{R}^2$, correspond to the signals locally obtained through other network layers described in the next paragraph. In (18), $k_i = 1$ only for capable agents and it is zero otherwise. Note that we implicitly assume that there exists at least one capable agent in the multiagent system. In (19), $\xi_i \in \mathbb{R}^2$ denotes the original formation shape of agent $i$ in the sense discussed in Section II.B, $\gamma_i(t)$ is the rotation of agent $i$ that is used in its local rotation matrix given by (5), and $\gamma_i^x(t) \in \mathbb{R}$ and $\gamma_i^y(t) \in \mathbb{R}$ are scaling factors of agent $i$ in $x$ and $y$ dimensions of the planar space, respectively, that are used in its local scaling matrix given by

$$S(\gamma_i^x(t), \gamma_i^y(t)) \triangleq \text{diag}([\gamma_i^x(t), \gamma_i^y(t)]^T) \in \mathbb{R}^{2 \times 2}.$$

To define the dynamical structure of other network layers, let $\phi_i(t)$ denotes either $c_i^x(t) \in \mathbb{R}$, $c_i^y(t) \in \mathbb{R}$, $\theta_i(t) \in \mathbb{R}$, $\gamma_i^x(t) \in \mathbb{R}$, or $\gamma_i^y(t) \in \mathbb{R}$ for conciseness of the following discussion that satisfy

$$\dot{\phi}_i(t) = -q_i(t) - \tau \text{sgn}(q_i(t)), \quad \phi_i(0) = \phi_{i0},$$

$$q_i(t) \triangleq \sum_{j \in N^i} \phi_j(t) - \phi_j(t) + k_i(\phi_i(t) - \phi_0(t)),$$

where $\tau \in \mathbb{R}$ is a positive design parameter and it is assumed...
that $\phi_0(t)$ and $\dot{\phi}_0(t)$ are bounded. Note that in (21) and (22), $\phi_0(t)$ denotes either $c^T \in \mathbb{R}$, $c^0(t) \in \mathbb{R}$, $\theta_0(t) \in \mathbb{R}$, $\gamma_0^\ell(t) \in \mathbb{R}$, or $\gamma_0^0(t) \in \mathbb{R}$, where $c(t) \triangleq [c^T, c^0(t)]^T$ is the position of the dynamic target on a planar space, $\theta_0(t)$ is the desired rotation angle, and $\gamma_0^\ell(t)$ and $\gamma_0^0(t)$ are desired scaling factors, respectively. Since $k_i = 1$ only for capable agents, $c(t), \theta_0(t)$, $\gamma_0^\ell(t)$, and $\gamma_0^0(t)$ are only available to these capable agents.

Since $\dot{\phi}_0(t)$ is bounded, this implies that $|c^T| \leq \omega c^T$, $|c^0(t)| \leq \omega c^0$, $|\theta_0(t)| \leq \omega \theta_0$, $|\gamma_0^\ell(t)| \leq \omega \gamma_0^\ell$, and $|\gamma_0^0(t)| \leq \omega \gamma_0^0$. In what follows, let $\omega$ be the largest constant among $\omega c^T, \omega c^0, \omega \theta_0, \omega \gamma_0^\ell$, and $\omega \gamma_0^0$ without loss of generality (i.e., $|\dot{\phi}_0(t)| \leq \omega$), and set $\tau > \omega$. The next theorem presenting the second result of this paper shows that the multiplex information networks-based distributed controller architecture given by (18) and (21) not only allows agents to track a dynamic target but also allows them to alter size and orientation of the resulting formation.

**Theorem 2.** Consider the networked multiagent system given by (18) and (21), where agents exchange their local measurements using an undirected and connected graph $G$. Then, the expression given by

$$
\lim_{t \to \infty} \left( x_i(t) - p_i(t) \right) = 0,
$$

(23)

holds for all $i = 1, \ldots, n$, where $p_i(t) \triangleq c(t) + R(\theta_0(t)) S(\gamma_0^\ell(t), \gamma_0^0(t)) \xi_i$.

**Proof.** We first show that $\phi_i(t)$ converges to $\phi_0(t)$ for all cases when $\phi_0(t)$ denotes either $c^T \in \mathbb{R}^2$, $\theta_0(t) \in \mathbb{R}$, $\gamma_0^\ell(t) \in \mathbb{R}$, or $\gamma_0^0(t) \in \mathbb{R}$. For this purpose, consider the state transformation given by $\tilde{\phi}_i(t) \triangleq \phi_i(t) - \phi_0(t), i = 1, \ldots, n$. Using this state transformation with (21) and (22) yields

$$
\tilde{\dot{\phi}}_i(t) = -q_i(t) - \gamma_0^0(t) \tilde{\phi}_i(t),
$$

(24)

$$
q_i(t) = \sum_{j \in N_i^I} \left( \tilde{\phi}_i(t) - \tilde{\phi}_j(t) + k_i \tilde{\phi}_i(t) \right).
$$

(25)

By letting $\dot{\tilde{\phi}}(t) \triangleq [\tilde{\phi}_1(t), \ldots, \tilde{\phi}_n(t)]^T$, (24) and (25) can be written in the compact form as

$$
\dot{\tilde{\phi}}(t) = -q(t) - \gamma_0^0(t) \tilde{\phi}(t),
$$

(26)

$$
q(t) = \left( L(G) + K \right) \tilde{\phi}(t),
$$

(27)

where $K \triangleq \text{diag}([k_1, \ldots, k_n]^T)$. Now, consider the Lyapunov function candidate $V(\tilde{\phi}) = \frac{1}{2} \tilde{\phi}^T (L(G) + K) \tilde{\phi}$, where its time derivative along the trajectory of (26) is given by

$$
\dot{V}(\tilde{\phi}(t)) = \tilde{\phi}^T (L(G) + K) \tilde{\phi}(t) - \tau \text{sgn}(\tilde{\phi}(t)) - 1_n \tilde{\phi}(t).
$$

(28)

Since $L(G) + K \in \mathbb{R}_{+}^{n \times n}$ [Lemma 2, 32] and $(\tau - \omega) > 0$ by definition, $V(\tilde{\phi}(t))$ is negative definite. Therefore, from Theorem 3.1 of [33], $\tilde{\phi}(t) \to 0$ as $t \to \infty$; or equivalently, $\phi_i(t) \to \phi_0(t)$ as $t \to \infty$. It now readily follows from the limit properties along with the squeeze theorem [34] that $p_i(t) \to R(\theta_0(t)) S(\gamma_0^\ell(t), \gamma_0^0(t)) \xi_i$, and $c_i(t) \to c(t)$ as $t \to \infty$; hence, $c_i(t) + p_i(t) \to p_i(t)$ as $t \to \infty$.

Next, for the main network layer (18), let’s consider the state transformation

$$
z_i(t) \triangleq x_i(t) - p_i(t) - c_i(t), \quad i = 1, \ldots, n.
$$

(29)

Using (29), (18) can be rewritten as $\dot{z}_i(t) = -\sum_{j \in N_i^I} (z_i(t) - z_j(t)) - k_i z_i(t)$. Define $z(t) \triangleq [z_1(t), \ldots, z_n(t)]^T$, then the last expression can be written in the compact form as

$$
\dot{z}(t) = -(L(G) + K) z(t),
$$

(30)

Since it is assumed that there exists at least one capable agent in the network (i.e., at least one of the diagonal elements of $K$ is equal to 1), it follows that $L(G) + K \in \mathbb{R}_{+}^{n \times n}$, and hence, $-(L(G) + K)$ is a Hurwitz matrix. As a direct consequence, $z(t) \to 0$ as $t \to \infty$; thus, $x_i(t) \to p_i(t) + c_i(t)$. Hence, using the limit properties, (23) holds and proof is now complete.

**Remark 7.** Theorem 2 shows that under the proposed algorithm given by (18) and (21), $\lim_{t \to \infty} \left( x_i(t) - x_j(t) \right) = \lim_{t \to \infty} \left( p_i(t) - p_j(t) \right) = \lim_{t \to \infty} \left( x_i(t) - x_j(t) \right) = \lim_{t \to \infty} \left( R(\theta_0(t)) S(\gamma_0^\ell(t), \gamma_0^0(t)) \xi_i \right)$ holds; that is, agents have formed the desired formation. Note that (23) also implies that each agent is translating a distance $c(t)$ or the formation is tracking the target.

**Remark 8.** Similar to Remark 2, if $c^0(t)$, $c^0(t)$, $\theta_0(t)$, $\gamma_0^\ell(t)$, and $\gamma_0^0(t)$ are constants, then Theorem 2’s results still hold without the need for signum function in (21) and (22); i.e.,

$$
\phi_i(t) = -\sum_{j \in N_i^I} (\phi_j(t) - \phi_i(t)) - k_i (\phi_i(t) - \phi_0(t)).
$$

(31)

We can also reach a similar conclusion for the cases when some of these signals are constant and the respective signum functions for those are removed from (21) and (22).

**Remark 9.** Similar to Remark 3, a positive design parameter $\alpha$ can be used in the main network layer given by (18) as

$$
\dot{x}_i(t) = \alpha \left[ -\sum_{j \in N_i^I} \left( (x_i(t) - p_i(t) - c_i(t)) \right. \right.
$$

$$
- \left( x_j(t) - p_j(t) - c_j(t) \right) - k_i \left( x_i(t) - p_i(t) - c_i(t) \right) \right]
$$

(32)

$$
+ p_i(t) + c_i(t), \quad x_i(0) = x_{i0},
$$

in order to improve convergence rate of the networked multiagent system. In this case, the proof of Theorem 2 remains identical with the term $(L(G) + K)$ replaced with $\alpha (L(G) + K)$ in (30). We can also reach a similar conclusion when another positive design parameter is introduced to the other network layers given by (21) and (22).

**Remark 10.** Similar to Remark 4, the proposed algorithm of this section can be also extended to a three dimensional case with $x_i(t) \in \mathbb{R}^3$. In this case, $p_i(t) \in \mathbb{R}^3$ can be redefined as

$$
p_i(t) \triangleq R(\theta_i^T(t), \theta_i^T(t), \theta_i^T(t)) S(\gamma_i^\ell(t), \gamma_i^0(t), \gamma_i^0(t)) \xi_i,
$$

(33)

where $\theta_i^T(t) \in \mathbb{R}$, $\theta_i^T(t) \in \mathbb{R}$, and $\theta_i^T(t) \in \mathbb{R}$ are the rotation angles corresponding to yaw, pitch, and roll, respectively, $R(\theta_i^T(t), \theta_i^T(t), \theta_i^T(t))$ is the rotation matrix, $\gamma_i^\ell(t) \in \mathbb{R}$, $\gamma_i^0(t) \in \mathbb{R}$, and $\gamma_i^0(t) \in \mathbb{R}$ are the scaling
factors for each dimension, and \( S(\gamma^c(t), \gamma^n(t), \gamma^g(t)) = \text{diag}(\gamma^c(t), \gamma^n(t), \gamma^g(t)) \) is the scaling matrix. In this case, \( \phi_i(t) \) represents either \( c(t), c^r(t), \theta_i^e(t), \theta_i^w(t), \gamma_i^c(t), \gamma_i^n(t), \) or \( \gamma_i^g(t) \) that satisfies (21) and (22).

**Remark 11.** The proposed multiplex networks-based spatial formation control algorithm given by (18) and (21) can be also readily extended to the case where the graph \( G \) is directed under the assumption that there exists at least one capable agent at the root of the spanning tree [2]. A discussion similar to Remark 6 also holds for the results of this section.

**B. Multiagent Formation Tracking with Connectivity Maintenance and Collision Avoidance through Multiplex Information Networks**

In this subsection, we use tools and methods from differential potential fields (see, for example, [1], [23], [24], [36], [37] and references therein) and generalize the results of Section IV.A to allow connectivity maintenance and collision avoidance that are needed in real-world applications. For this purpose, we let each agent have a communication range as given in Figure 3. Specifically, we assume that two arbitrary agents can only exchange information if their relative distance is less than \( R \), i.e., \( \|x_{ij}\|_2 < R \). Furthermore, a collision region is defined as a small disk area with radius \( r < d < R \) centered at agent \( i \) as depicted in this figure. In the same way, we define an escape region as a ring with radius \( \Delta < r < R \) also centered at agent \( i \). The region within the collision region and escape region (\( d < r < \Delta \)) is called free region.

In what follows, the gradient of a scalar function \( f(x) \) is defined by \( \nabla_x f = \frac{\partial f}{\partial x} \) with \( \frac{\partial f}{\partial x} \) being a column vector as in, for example, [36] and [Section 2.4.3, 38]. We now define a (repulsive) differential potential function for the purpose of collision avoidance as

\[
V_{Rij}(x_{ij}) \triangleq \begin{cases} 
\left( \frac{1}{\|x_{ij}\|_2} - \frac{1}{\sigma^2} \right)^2 & \text{if } \|x_{ij}\|_2 \leq d, j \in \mathcal{N}_i, \\
0 & \text{otherwise}
\end{cases}
\]

where

\[
\frac{\partial V_{Rij}(x_{ij})}{\partial x_i} = \begin{cases} 
-4 \left( \frac{1}{\|x_{ij}\|_2} - \frac{1}{\sigma^2} \right) \frac{x_{ij}}{\|x_{ij}\|_2} & \text{if } \|x_{ij}\|_2 \leq d, j \in \mathcal{N}_i, \\
0 & \text{otherwise}
\end{cases}
\]

Next, we define a (attractive) differential potential function for the purpose of connectivity maintenance as

\[
V_{Cij}(x_{ij}) \triangleq \begin{cases} 
\frac{(\|x_{ij}\|_2^2 - \Delta^2)^2}{R^2 - \|x_{ij}\|_2^2} & \text{if } \|x_{ij}\|_2 \geq \Delta, j \in \mathcal{N}_i', \\
0 & \text{otherwise}
\end{cases}
\]

where

\[
\frac{\partial V_{Cij}(x_{ij})}{\partial x_i} = \begin{cases} 
\frac{(\|x_{ij}\|_2^2 - \Delta^2)(2R - 2\Delta - \|x_{ij}\|_2^2)}{R^2 - \|x_{ij}\|_2^2} \frac{x_{ij}}{\|x_{ij}\|_2} & \text{if } \|x_{ij}\|_2 \geq \Delta, j \in \mathcal{N}_i', \\
0 & \text{otherwise}
\end{cases}
\]

Note that \( V_{Rij} = V_{Rji} \) and \( V_{Cij} = V_{Cji} \) as well as \( V_{Rij} = V_{Cij} = 0 \) for \( i = j \). Note also that \( \partial V_{Rij}(x_{ij})/\partial x_i \) and \( \partial V_{Cij}(x_{ij})/\partial x_i \) defined in (35) and (37) are continuous. The repulsive differential potential function \( V_{Rij} \) is smoothly activated when \( \|x_{ij}\|_2 \leq d \) and grows to infinity as \( \|x_{ij}\|_2 \) approaches 0. In addition, the attractive differential potential function \( V_{Cij} \) is smoothly activated when \( \|x_{ij}\|_2 \geq \Delta \) and grows to infinity as \( \|x_{ij}\|_2 \) approaches \( R \). Notice that \( V_{Rij} \) applies to agent \( i \) and any agent \( j \) who are neighbor of \( i \) (i.e., \( j \in \mathcal{N}_i \)), while \( V_{Cij} \) only affects agent \( i \) and its formation neighbors (i.e., \( j \in \mathcal{N}_i' \)). In addition, we assume that the desired distance between any two arbitrary agents lies in the free region, where this implies that the scaling factors need to be lower and upper bounded such that this assumption is not violated.

Based on the above definitions, we generalize the results of the previous section by considering the distributed spatial formation control algorithm given by

\[
x_i(t) = - \sum_{j \in \mathcal{N}_i} \left( (x_i(t) - p_j(t) - c_i(t)) - (x_j(t) - p_j(t) - c_j(t)) \right) - k_i (x_i(t) - p_i(t) - c_i(t)) + \hat{p}_i(t) + \hat{c}_i(t) - \sum_{j \in \mathcal{N}_i} \frac{\partial V_{Rij}(x_{ij})}{\partial x_i} - \sum_{j \in \mathcal{N}_i'} \frac{\partial V_{Cij}(x_{ij})}{\partial x_i},
\]

where \( x_i(0) = x_{i0} \).

Since we can achieve connectivity maintenance and collision avoidance by only modifying the main network layer in (18) as (38), all other network layers given by (21) remain unchanged in this setting. The following standard assumption is necessary for the next result.

**Assumption 1.** \( \partial V_{Rij}(x_{ij})/\partial x_i \) and \( \partial V_{Cij}(x_{ij})/\partial x_i \) vanish over time.

The above assumption implies that the potential field \( \partial V_{Rij}(x_{ij})/\partial x_i \) (resp., \( \partial V_{Cij}(x_{ij})/\partial x_i \)) is able to create a repulsive force (resp., an attractive force) to push two agents out of the collision region (resp., to pull two neighboring agents back to the free region with relative to each other) without causing agents to stuck in locked configurations (i.e., not being stuck in local minima). This assumption is standard in the networked multiagent systems literature that adopts tools and methods from differential potential fields (see Remark 12 below for further discussion). We further note that once two neighboring agents are in the free region with relative to each
other, $\partial V_{Rij}(x_{ij})/\partial x_i$ and $\partial V_{Cij}(x_{ij})/\partial x_i$ equal to zero (i.e., they vanish by definition).

**Theorem 3.** Consider the networked multiagent system given by (38) and (21), where agents exchange their local measurements using an undirected and connected graph $G$. If initially agents are connected with their formation neighbors and there is no collision, and Assumption 1 holds, then (23) holds for all $i = 1, \ldots, n$ with connectivity maintenance and collision avoidance for all $t \geq 0$.

**Proof.** Following the discussion given after (38), we first note that the other network layers represented by (21) remain unchanged in the setting of this theorem. Hence, from the first paragraph of the proof of Theorem 2, $c_i(t) + p_i(t) \to p_i(t)$ as $t \to \infty$ holds.

Using the state transformation given by (29), we next note that (38) can be rewritten as

$$
\dot{z}_i(t) = -\sum_{j \in N_i} (z_i(t) - z_j(t)) - k_i z_i(t)
$$

$$
- \sum_{j \in N_i} \frac{\partial V_{Rij}(x_{ij})}{\partial z_i} - \sum_{j \in N_i} \frac{\partial V_{Cij}(x_{ij})}{\partial z_i}.
$$

(39)

Note also that $\frac{\partial V_{Cij}(x_{ij})}{\partial x_i} = \frac{\partial V_{Rij}(x_{ij})}{\partial z_i}$ and $\frac{\partial V_{Cij}(x_{ij})}{\partial x_i} = \frac{\partial V_{Rij}(x_{ij})}{\partial z_i}$.

where the partial derivative of (40) with respect to $z_i(t)$ is given by $\frac{\partial V_Ai(z(t))}{\partial z_i(t)} = \sum_{j \in N_i} (z_i(t) - z_j(t)) + k_i z_i(t)$. Now, we can write

$$
\dot{z}_i(t) = -\frac{\partial V_Ai(z(t))}{\partial z_i(t)} - \sum_{j \in N_i} \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} - \sum_{j \in N_i} \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)}
$$

$$
= -\frac{\partial V_Ai(z(t))}{\partial z_i(t)} - \sum_{j=1}^n \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right).
$$

(41)

Next, consider the continuously differentiable function $V : D_V \times R^{2n} \to R^+_+$ given by

$$
V(\cdot) = \left( \frac{1}{2} \sum_{i=1}^n V_Ai(z(t)) + \frac{1}{4} \sum_{i=1}^n k_i \|z_i(t)\|^2 \right)
$$

$$
+ \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^n \left( V_{Rij}(x_{ij}) + V_{Cij}(x_{ij}) \right),
$$

(42)

where $D_V = \{ x \in R^{2n} : sz_{ij} \in (0, R) \forall j \in N_i \}$ and $\|x_{ij}\|_2 \in (0, \infty) \forall j \in N_i \setminus N_i'$. For any $c > 0$, let $\Omega = \{(x, z) \in D_V \times R^{2n} : \tilde{V}(\cdot) \leq c\}$ denote the level sets of $\tilde{V}(\cdot)$ and note that

$$
\tilde{V}(\cdot) = \begin{bmatrix} \frac{\partial V}{\partial z_1} \end{bmatrix}^T \begin{bmatrix} \frac{\partial V}{\partial z_2} \end{bmatrix}^T \ldots \begin{bmatrix} \frac{\partial V}{\partial z_n} \end{bmatrix}^T \begin{bmatrix} \tilde{z}_1(t) \\ \tilde{z}_2(t) \\ \vdots \\ \tilde{z}_n(t) \end{bmatrix}
$$

(43)

In what follows, we show that $\frac{\partial V}{\partial z_i} = -\dot{z}_i(t)$. To this end, we first write

$$
\frac{\partial V}{\partial z_i} = \frac{\partial}{\partial z_i} \left( \frac{1}{2} \sum_{i=1}^n V_Ai(z(t)) + \frac{1}{4} \sum_{i=1}^n k_i \|z_i(t)\|^2 \right)
$$

$$
+ \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^n \left( V_{Rij}(x_{ij}) + V_{Cij}(x_{ij}) \right)
$$

$$
= \frac{1}{2} \frac{\partial}{\partial z_i} \left( \sum_{i=1}^n V_Ai(z(t)) \right) + \frac{1}{4} \frac{\partial}{\partial z_i} \left( \sum_{i=1}^n k_i \|z_i(t)\|^2 \right)
$$

$$
+ \frac{1}{2} \frac{\partial}{\partial z_i} \left( \sum_{i=1}^n \sum_{j=1}^n \left( V_{Rij}(x_{ij}) + V_{Cij}(x_{ij}) \right) \right).
$$

(44)

where

$$
A = \frac{1}{2} \frac{\partial}{\partial z_i} \left( V_A1(z(t)) + V_A2(z(t)) + \ldots + V_An(z(t)) \right)
$$

$$
= \frac{1}{2} \frac{\partial V_A1(z(t))}{\partial z_i} + \frac{1}{2} \frac{\partial V_A2(z(t))}{\partial z_i} + \ldots + \frac{1}{2} \frac{\partial V_An(z(t))}{\partial z_i}
$$

(45)

Note that if $i \notin N_j$ then $\frac{\partial V_Aj(z(t))}{\partial z_i} = 0$ and if $i \in N_j$ then

$$
\frac{\partial V_Aj(z(t))}{\partial z_i} = \frac{\partial}{\partial z_i} \left( \frac{1}{2} \sum_{k \in N_j} \|z_i(t) - z_k(t)\|^2 + \frac{1}{2} k_j \|z_j(t)\|^2 \right)
$$

$$
= \left( z_i(t) - z_j(t) \right) + \left( z_j(t) - z_i(t) \right)
$$

(46)

with respect to agents $i$ and $j$ only. This implies that we graph-wise have

$$
A = \frac{1}{2} \frac{\partial V_A1(z(t))}{\partial z_i} + \frac{1}{2} \sum_{j \in N_i} \left( z_i(t) - z_j(t) \right).
$$

(47)

Furthermore, we have

$$
B = \frac{k_i}{4} \frac{\partial}{\partial z_i} \left( \|z_i(t)\|^2 \right) = \frac{k_i z_i(t)}{2}.
$$

(48)

Finally, by symmetry of the function $V_{Rij}$ and $V_{Cij}$, we have

$$
C = \frac{1}{2} \left( \sum_{i=1}^n \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right) \right)
$$

$$
= \sum_{i=1}^n \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right).
$$

(49)

Substituting (47), (48), and (49) back into (44) yields

$$
\frac{\partial V}{\partial z_i} = \frac{1}{2} \frac{\partial V_A1(z(t))}{\partial z_i} + \frac{1}{2} \sum_{j \in N_i} \left( z_i(t) - z_j(t) + \frac{k_i z_i(t)}{2} \right)
$$

$$
+ \sum_{i=1}^n \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right)
$$

(43)
\[
\frac{1}{2} \frac{\partial V_A(z(t))}{\partial z_i} + \frac{1}{2} \frac{\partial V_A(z(t))}{\partial z_i} + \sum_{j=1}^{n} \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right) \\
= \frac{\partial V_A(z(t))}{\partial z_i} + \sum_{j=1}^{n} \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right) \\
= -\dot{z}_i(t),
\]
where the second equality comes from the expression
\[
\frac{\partial V_A(z(t))}{\partial z_i(t)} = \sum_{j \in N_i} 1 \left( z_i(t) - z_j(t) \right) + k_i z_i(t) \text{ given in the paragraph after (40).}
\]
Thus, (43) now becomes
\[
\dot{V}(\cdot) = \sum_{i=1}^{n} -\dot{z}_i(t)^T \dot{z}_i(t) \\
= \sum_{i=1}^{n} -\|\dot{z}_i(t)\|_2^2 \leq 0.
\]

Since \( \dot{V}(\cdot) \leq 0 \), the level sets \( \Omega \) are positively invariant, and hence, \( V_A(z(t)), V_{Rij}(x_{ij}) \) and \( V_{Cij}(x_{ij}) \) are bounded [36]. If for some \( j \in \mathcal{N}_i \) such that \( \|x_{ij}\|_2 \to 0 \), then \( V_{Rij} \to \infty \). Therefore, by the continuity of \( V \) in \( D_V \), it follows that \( \|x_{ij}\|_2 > 0 \) for all \( j \in \mathcal{N}_i(t) \). Likewise, if for some \( j \in \mathcal{N}_i^f \) such that \( \|x_{ij}\|_2 \to R \), then \( V_{Cij} \to \infty \). Once again, by the continuity of \( V \) in \( D_V \), it follows that \( \|x_{ij}\|_2 < R \) for all \( j \in \mathcal{N}_i^f \). Thus, if the agents are initially connected with their formation neighbors and there is no collision, then collision avoidance between agent \( i \) and its neighbors (i.e., \( j \in \mathcal{N}_i \)) and connectivity maintenance between agent \( i \) and its formation neighbors (i.e., \( j \in \mathcal{N}_i^f \)) are guaranteed for all \( t \geq 0 \).

The level sets \( \Omega \) are closed by the continuity of \( V \) in \( D_V \) and they are bounded since \( V(t) \leq 0 \), hence, they are compact. By LaSalle’s invariance principle, all trajectories starting in \( \Omega \) converge to the largest invariant set in \( E = \{(x, z) \in D_V \times \mathbb{R}^{2n} : \dot{V}(\cdot) = 0\} = \{(x, z) \in D_V \times \mathbb{R}^{2n} : z(t) = 0\} \). From (41), this implies that
\[
\frac{\partial V_A(z(t))}{\partial z_i(t)} = -\sum_{j=1}^{n} \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right)
\]
holds. From Assumption 1 (i.e., the agents are not stuck in local minimas), the term \( -\sum_{j=1}^{n} \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right) \) vanishes over time. Thus, trajectories starting in \( \Omega \) converge to \( M \in E \) defined by
\[
M = \{(x, z) \in D_V \times \mathbb{R}^{2n} : \frac{\partial V_A(z(t))}{\partial z_i(t)} = 0 \} \forall i = 1, \ldots, n.
\]
Finally, analyzing \( \frac{\partial V_A(z(t))}{\partial z_i(t)} = 0 \) \( \forall i = 1, \ldots, n \) now follows from the second paragraph of the proof of Theorem 2 owing to the fact that
\[
\frac{\partial V_A(z(t))}{\partial z_i(t)} = \sum_{j \in \mathcal{N}_i^f} 1 \left( z_i(t) - z_j(t) \right) + k_i z_i(t),
\]
where the right hand side of this expression was used there. In other words, the largest invariant set of \( M \) is trivial in this case and equals to \( z_i(t) = 0 \) for all \( i = 1, \ldots, n \) from the proof of Theorem 2. Thus, from the discussion given in the last part of Theorem 2’s proof, \( x_{ij}(t) \to p_i(t) + c_i(t) \) as \( t \to \infty \).

Recalling the fact that the other network layers represented by (21) remain unchanged once again, \( \phi_i(t) \to \phi_0(t) \) as \( t \to \infty \) or \( c_i(t) + p_i(t) \to p_i(t) \) as \( t \to \infty \) from the first paragraph of the proof of Theorem 2. Hence, (23) holds by the limit properties.

**Remark 12.** Without the assumption that agents are not stuck in local minimas (i.e., Assumption 1), one of the following two cases occurs based on the discussion given in the last paragraph of Theorem 3’s proof:

i) Agents can converge to the free region and (23) holds.

ii) It follows from LaSalle’s invariance principle and (41) that
\[
\frac{\partial V_A(z(t))}{\partial z_i(t)} = -\sum_{j=1}^{n} \left( \frac{\partial V_{Rij}(x_{ij})}{\partial z_i(t)} + \frac{\partial V_{Cij}(x_{ij})}{\partial z_i(t)} \right)
\]
holds, where both left and right hand sides of this equation are not equal to zero.

Note that the latter case implies that agents are stuck in local minimas. Although there are several methods to avoid local minima (see, for example, [39]–[41]), it is an open problem in the networked multiagent systems literature that adopts tools and methods from differential potential fields. Yet, for example, one can use the idea stated in [39], which assumes that agents that are stuck can be detected (e.g., agents that are not moving for a specific amount of time) and a virtual force
\[
F_{vi} = \begin{cases} 
F_i & \text{if } \dot{z}_i(t) = 0 \text{ and } \frac{\partial V_A(z(t))}{\partial z_i(t)} \neq 0, \\
0 & \text{otherwise,}
\end{cases}
\]
is generated to push such agents out of the local minima with \( F_i \) being a random finite value for each agent (to preserve continuity, one can apply filtered version of this force). This force can eventually yield all agents to converge to the free region such that (23) follows.

C. Illustrative Numerical Example

We now present a numerical example to illustrate the results of Sections IV.A and IV.B. For this purpose, consider a group of 5 agents with agent 1 being the capable agent and assume that all agents are subject to random initial conditions. We choose \( \xi_t \) for each agent to obtain the desired formation depicted in Figure 4. Specifically, to illustrate the results of Theorem 2, we use (32) with \( \alpha = 5 \). In addition, for (21), we use \( c^F(t) = t; c^V(t) = \sin(t); \theta_0 = 0 \); and low-pass filtered version of \( \psi(t) = 0.5 \) for \( t \in [0, 10] \), \( \psi(t) = 0.25 \) for \( t \in [10, 20] \), and \( \psi(t) = 1 \) for \( t \in [20, \infty] \) for both \( \gamma^F(t) \) and \( \gamma^V(t) \). The time derivatives of \( c^F_i, c^V_i, \theta_i(t), \gamma^F_i \), and \( \gamma^V_i \) are all upper bounded by 5 or a smaller constant, and hence, we set \( \tau = 5 \). Figure 5 shows that the considered group of agents perform target tracking while simultaneously forming, maintaining, and spatially altering their formation in time. Furthermore, Figures 6 and 7 show that \( \gamma_i(t) \) converges to the desired values of the scaling factors and the state transformation variable \( z_i(t) \) approaches to zero, respectively.

Next, we illustrate the results of Theorem 3. In particular, we add the potential field functions to (32) as in (38) and set \( d = 0.5, \Delta = 6, \) and \( R = 8, \) where all other design parameters remain the same. Figure 8 shows that the considered group of agents achieves the same level of performance as in Figure 5 while maintaining connectivity and avoiding collisions. In addition, Figure 9 shows the evolution of distances between agents during \( t \in [0, 5] \) seconds and illustrates collision avoidance properties of the proposed multiplex networks-based spatial formation control algorithm.

V. MULTIAGENT FORMATION EXPERIMENTS

To justify theoretical results, proposed algorithms of this paper are implemented on a group of 3 robots. In the first
experiment, the robots form a V-shape formation with the size and orientation changed overtime. For the second experiment, the robots also achieve the same formation while tracking a dynamic target. In the third experiment, the robot formation is controlled to pass through a narrow passage. The mobile robot platform used in our experiments is Qbot 2 (Figure 10(a)). In addition, a motion capture system is used to detect the position and orientation of each robot. However, each robot is limited to know only its local measurements and exchanges these data with its neighbors via a wireless network. The motion capture system is able to cover the workspace shown in Figure 10(b).

A. Experiment 1: Formation Density and Orientation Control in Formation Assignment

In this experiment, the robots are implemented with algorithms (2), (3) and (4). The desired scaling factor \( \gamma \) and
rotation angle $\theta$ are changed by an operator from the computer station. Robot 1 is set as the capable agent, so it is the only one knows these desired values. Initially, the robots are placed randomly in the workspace. The data in Figure 11 shows that robots are able to form the formation with $(\gamma, \theta) = (1, 0)$ for $t \in [0, 36)$, $(\gamma, \theta) = (0.7, -\pi/2)$ for $t \in [36, 68)$ and $(\gamma, \theta) = (1.5, \pi/3)$ for $t \in [68, 100)$. This experiment has confirmed our Theorem 1.

B. Experiment 2: Spatially Evolving Multiagent Formation Tracking

In this experiment, we implement algorithms (38) and (21) on the robots. The data in Figure 13 illustrates the five configurations of the robots (circles) and the target (square) over time. At $t = 0$, the robots are far apart from each other while the desired scaling factor is set to $\gamma = 0.7$. At $t = 25$, the robots are coming closer to form the desired formation and tracking the target. At $t = 35$, the formation is completed and following the target. As observed from the controller of Robot 1 in Figure 14, there is an impulse around $t = 40$. This is owing to the fact that the operator has just assigned a new scaling factor $\gamma = 1.4$ to the capable agent (i.e., robot 1). At $t = 47$, the formation with $\gamma = 1.4$ is achieved. At $t = 62$, the robots are still tracking the target while maintaining the desired formation. This experiment has confirmed our Theorem 2.

C. Experiment 3: Formation Passing Through a Narrow Passage

We finally consider the scenario that formation has to track a target and pass through a narrow passage. With the proposed algorithms, we come up with two strategies: For the first strategy, we adjust the scaling factor $\gamma_x$ and $\gamma_y$ to make formation small enough to pass through passage as shown in Figure 15. For the second strategy, we observe that the V-shape formation (Figure 4) can be compressed to a line formation through setting the scaling factor in $x$-direction $\gamma_x = 0$. Therefore, in order to pass through the narrow passage, we rotate the V-shape formation by an angle $\theta = \pi/2$ and set $\gamma_y = 0$ (note that, when we rotate the formation by 90 degree, the original x-axis becomes y-axis and vice versa). The results are shown in Figure 16.

VI. CONCLUSION

In this paper, we investigated how information exchange rules represented by multiplex information networks can be designed to enable spatially evolving multiagent formations. Specifically, we introduced, analyzed, and experimentally validated new distributed control architectures for the formation assignment (i.e., creating a desired formation for the multiagent system in hand) and the formation tracking (i.e., formation control while tracking a dynamic, non-stationary target) problems that allow capable agents to spatially alter size and orientation of the resulting formation without requiring global information exchange ability. Considering multiagent
operations with dramatically increasing levels of complexity, the presented multiplex networks-based approach can also be used with many other approaches in multiagent systems to enable advanced distributed information exchange rules to make these systems evolve spatially in adapting to dynamic environments and respond effectively to human interventions. Our future research will include additional theoretical developments and applications for a group of heterogeneous ground and aerial robots with exogenous disturbances, system uncertainties, and communication constraints. We will also consider the cases when the roles of capable agents switch in a given multiagent system.
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Fig. 15: Result of multiagent formation experiment 3 with the first strategy.

Fig. 16: Result of multiagent formation experiment 3 with the second strategy.


